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Abstract. Business Intelligence is a process of preparing, analyzing, presenting, 
and maintaining the data to gain insights for the decision-makers to make informed 
decisions. While there are many approaches to predict the growth based on the 
sales figures a very few consider the influence of customer data on the forecasting 
and the relevance of the same while making the predictions. So, in this study, we 
will look at some of the existing techniques used so far to make predictions and 
studies used to understand the customer data. With the analysis, we shall try to 
devise a hybrid approach to the traditional sales prediction, which would include a 
customer-centric data analysis. We shall look at some of the techniques which are 
traditionally used in Market Basket analysis and at the same time look at the 
techniques like classification, segmentation, regression, etc. to get a perception of 
the impact of customer data on sales forecasting. We shall highlight all the pros 
and cons of the algorithms and try to come up with an intelligent approach that 
would give accurate results 
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1. Introduction 

Business intelligence (BI) is an analytics-driven process that combines analytics and 

data processing techniques along with data visualization tools and best practices to help 

organizations to make data-driven decisions. The refined processes are supported by 

data to make a case. In practice, data-driven operations eliminate inefficiencies, and 

quickly adapt to market or supply changes. [1,6] These processes include: Data mining 

techniques and preparation; Knowledge discovery and transfer by reports; 

Benchmarking to Gain actionable insights; Querying and Statistical analysis prior to 

Visual analysis 

Analytics experts use BI concepts and techniques to make informed decisions using 

historical data and its impact on the present modes of operations. Using various data 

visualization techniques analysts gain insights and observe patterns to ensure the 

growth of the organizations by taking relevant actions quickly. Today BI is used not 

only to increase sales but also to ensure the security of the data, understand consumer 

behavior, devise marketing strategies, and much more. [1] 

AI and ML approaches contribute to BI strategy by integrating business insights 

into the strategy. 
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 As companies use more and more data for their business operations, efforts would 

be made for a shared data strategy and collaborative data projects. A Business 

Intelligence Framework becomes a critical part of the BI Strategy across the 

organization.[2] 

In this paper, we will look at some of the work done in the field of Customer 

Analytics and Sales forecasting and see various techniques used in their respective 

fields. Based on the studies we will come up with an approach that will be a 

combination of the said concept and compliant with the Business Intelligence concept. 

2. Related Work 

Customer analysis is a process having huge importance at different stages of a 

business plan. It is very important to know your product and the target audience who 

may want or benefit from your product [3,5]. An article from Forbes states that 81% of 

businesses are dependent on customer analytics insights to improve their understanding 

of the customers [4]. 

The approach used in [9] uses various models like Logistic Regression, Linear SVM, 

Decision Trees, Random Forest, Quadratic Discriminant Analysis, and Neural 

Networks to estimate sales using customer classification. For sales forecasting the 

authors in [9] used various regression trees and Ridge Regression. These classifiers can 

be implemented using the python Scikit-Learn library [13].  

Another study [10] uses the RFM (Recency, Frequency & Monetary Value) model 

for segmentation using the k-means algorithm to understand customer purchase patterns 

and behavior. 

Time-series forecasting is one of the fundamental concepts when it comes to 

making predictions and analyzing trends based on historic values [7]. Since the intent 

of this survey is to forecast sales, the data we are considering is traditionally non-

stationary in nature. ARIMA (Autoregressive Integrated Moving Average) is one such 

commonly used technique used to analyze non-stationary data. The study in [11] 

emphasizes the benefits of ANNs in various fields like finance, engineering, and others 

where time series forecasting holds critical importance.  

We intend to define our model to work on data of a smaller size hence the work 

done in [11] makes sense and they have proposed their model based on RNN, ARIMA, 

and part sentiment analysis. They claim their model works well in the short term 

without compromising the results. The focus of the study in [11] is to assess the 

consumer perception about the quality of the product and whether they would be 

interested to purchase the same or not. 

Authors in [11] used MAPE (Mean Absolute Percentage Error) to measure the 

accuracy of the forecast based on the ARIMA-RNN model. MAPE is used as it 

compares different models and signifies if one is better than the other based on the 

deviation of predicted values from the observed values. The smaller is the MAPE, the 

more accurate is the model.  
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Another study [12] uses a combination of ARIMA (Autoregressive Integrated 

Moving Average), LSTM (Long short-term memory) models, and concepts of wavelet 

de-noising on Hydrological time series data. Hydrological time series data is data 
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related to water flow and mainly used in water management studies. This data is not 

stationary in nature and also contains lots of noise making it very difficult to forecast. 

The proposed model in [12] first uses the wavelet de-noising to eliminate the noise 

from the data. Then this de-noised data is fit to the model using ARIMA and 

subsequently forecasted. The result if ARIMA produces some residuals which are used 

to train the LSTM network. Results of the LSTM network are then used to fine-tune the 

forecasts by the ARIMA model. 

3. Mathematical Model for K-Means Clustering 

K-means clustering is a method of forming a specific number of clusters (k) 

represented by their centroids.  Based on the k (no. of clusters required) centroids, each 

point in the data is segregated into a specified cluster. Clustering is done based on the 

distance between the data point and the centroid. We do this until all the data points are 

part of a cluster.  

Input: k (number of clusters), D (set of lift ratios) 

Output: a set of k subgroups (clusters) 

Method: Randomly choose k as initial centroids; 

Repeat: Assign each object to the cluster centroid based on the similarity features i.e., the 

mean value of objects in the cluster and update the cluster means 

Until no change; 

3.1. Data in Euclidean Space: The quality of a cluster is measured using Sum of 

Squared Error (SSE). It is nothing but the Summation of the Euclidean distances 

between the centroid of the cluster and the data points. It is also known as scatter. 

3.2.  Cohesion: The main aim is to increase the similarity between the centroid and 

the data points in the cluster. For the objective function the centroid is the mean. This 

ensures that the algorithm is not limited to the Euclidean space. This is called 

Cohesion. 

3.3.  Time and Space Complexity - The space complexity of the K-means algorithm 

is BigO((d+K)n), where d are the data points and n are the attributes. Time taken to 

run the algorithm is linear in terms of data points in the cluster. The Time Complexity 

is BigO(i*K*d*n), where i are the no. of iterations. 

3.4.  Evaluation Criteria - For clusters K=3 and K=5 in [10] we compare the 

Recency values with Frequency and Monetary values of the sales. Comparing the 

clusters, we find which set of customers have the highest RFM value. 

4. Mathematical Model for LSTM Model 

A typical LSTM network contains memory blocks which are called cells. There are 

two states which are transferred to the cell next to it. These two states are the hidden 

state and the cell state. The cell state holds the main flow of data and it allows an 

unchanged flow of data forward. However, some minor linear transformations may 

S. Londhe and S. Palwe / Hybrid Customer-Centric Sales Forecasting Model316



take place. A sigmoid gate is used to add or remove data from the state in the chain. A 

gate contains different individual weights. LSTM models avoid the long-term 

dependency issues. As discussed, before it uses sigmoid gates to deal with the 

memorizing process. [15] 

 An LSTM network is initialized by getting rid of the unwanted data in the first step. 

This Sigmoid Function decides which data to remove. It takes the result of the previous 

unit (ht−1) at time t − 1 and the input (Xt) at time t. The forget gate (ft) of the sigmoid 

function determines which of the previous outputs needs to be omitted relative to the 

number in Ct-1 state. [15] 

ft = σ  ( Wf [ ht-1 , Xt ] + bf ) 

where σ is the sigmoid function, Wf  is the weight matrices and bf  are the bias. 

The next step is to select and store data in the next input (Xt) and then update the 

cell state. One of the two layers decides whether or not to update (0 or 1) the new 

information. The other one is the tanh function which assigns weight (-1 to 1) to the 

value which passed by. The product of two is updated in the new cell. This result is 

added to the previous memory (C t-1 ) which updates to Ct. 

it =  σ  ( Wi [ ht-1 , Xt ] + bi ), 

Nt – tanh ( Wn [ ht-1 , Xt ] + bn ), 

Ct = Ct-1 ft + Ntit 

where, Ct−1, Ct are the cell states, t − 1, t is time at cell states Ct−1 and Ct respectively, W  

is the weight matrices and b is the bias of the cell state.  

The last step shows the filtered version on the output (ht) based on the state (Ot). 

Here initially the sigmoid function finalized the part of cell state which subsequently 

becomes output and then the sigmoid gate (Ot) and the result if tanh function from cell 

state (Ct) is multiplied. The resulting value is between -1 and 1. 

Ot = σ  ( Wo [ ht-1 , Xt ] + bo ), 

ht = Ot tanh(Ct) 

where, Wo  is the weight matrices and bo is bias of the output gate. 

4.1.  Evaluation Criteria – The performance of the model is evaluated by statistical 

methods. NSE and RMSE are popularly used to evaluate predicted and observed values. 

The Nash-Sutcliffe Efficiency (NSE) measures the magnitude of predicted data 

variance compared to measured values. NSE values range from −∞ to 1. The Root 

Mean Square Error (RMSE) is the error-index that shows how closely the predicted 

and observed values match, based on the range of data. Lower is the RMSE better if 

the fit of the model and zero implies a perfect fit. An LSTM model gives highly reliable 

results with NSE values close to 1 and a minimal value of RMSE. 
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where, Oi is the observed discharges, Pi is the simulated discharges at time t, n is the 

total number of observations.  
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5. Results and Discussion 

The study in [9] shows that algorithms like Linear SVM, Logistic Regression, 

Neural Network, AdaBoost, and Naïve Bayes showed classifier accuracy of more than 

80% as shown in Table 1. 

TABLE 1. CLASSIFIERS ACCURACY [9] 

Classifier Success Ratio Classifier Success Ratio 

Linear SVM 84% K-Nearest Neighbour 78% 

Logistic Regression 84% RBF SVM 75% 

Neural Network 84% Decision Tree 74% 

AdaBoost 84% Random Forest 74% 

Naive Bayes 84% Quad. Discriminant Analysis 43% 

 

Similarly, work in [10] shows the RFM log on two different values of K (using k-

means clustering) and presents an optimal way of getting the result as shown in Table 

2. The authors in [10] took reference of the Silhouette Score (It is a metric used to 

calculate the goodness of a cluster. Its value ranges from -1 to 1.) to present the most 

optimal results. 

TABLE 2. SILHOUETTE SCORE [10] 

K = 3 K = 5

#Cluster

s 

Recency 

log 

Frequency 

log 

Monetary 

log #Clusters

Recency 

log 

Frequency 

log 

Monetary 

log 

0 161.1914 16.7619 291.8525 0 210.331 10.2652 170.5903 

1 11.3732 209.3714 5316.8004 1 20.3099 95.2432 1913.8276 

2 20.323 48.8775 894.3214 2 10.7796 280.0861 7456.3908 

  3 81.2908 32.5154 619.0144 

  4 3.8476 41.6503 708.6397 

Silhouette Score for K= 3 is 0.3621 Silhouette Score for K= 5 is 0.3491 

 

The experiment carried out by authors in [11] used the Mac Revenue dataset 

consisting of 6757 entries. They divided the data into various batches to train and test 

the models. The experiments showed that on certain dates in the data ARIMA model 

performed better and on others RNN models. However, the proposed hybrid model 

outperformed them all with a minimum Average MAPE value of 3.7354 compared to 

ARIMA (6.3762) and RNN (9.2642) models as shown in Table 3. 

TABLE 3. MODEL ACCURACY TESTING [11] 

Model Mean MAPE Value 

Proposed Hybrid RNN Model 3.7354

RNN Model 9.2642 

ARIMA Model 6.3762 
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As the study in [11], here also authors have used MAPE along with MSE (Mean 

Square Error) to measure the accuracy of the forecast. The experiments in [12] show 

that the predicted values by the proposed model based on de-noising-ARIMA-LSTM 

are significantly close to the observed values. Table 4. shows the results of MAPE and 

MSE and we can see that the values of the proposed model are fairly smaller compared 

to standalone ARIMA and LSTM models. 

TABLE 4. RESULT COMPARISON [12] 

Model MSE MAPE 

de-noising-ARIMA-LSTM 0.0044 0.51%

ARIMA 0.0178 0.72%

LSTM 0.0049 0.56%

There is a need to understand customer behavior and apply the same not only in 

the marketing segment but also to accurately predict the sales and gain real insight. The 

research related to sales prediction is very old and is going on for years now. The 

traditional approaches do not fit right in the cross functional analysis. Considering the 

growing trend of social media, the customers are more informed of the offerings 

provided and they have a lot of options to choose from for any given product. Hence 

there is a need for the companies to incorporate customer analysis within their sales 

forecast which is where the traditional approaches fail. 

6. Proposed Approach 

We propose a hybrid approach to traditional sales forecasting, the whole process of 

prediction is going to be customer-centric. Figure 1 following are the steps to 

implement the proposed plan:  

Step 1: Customer Segmentation 

Pre-process and aggregate the data at the customer level. Build RFM Features for 

each customer. Apply K-means clustering to identify different groups (clusters) and 

evaluate the nature of each group. Calculate RM score and sort customers. Visualize 

the results and explore some key numbers. 

Step 2: Segment Selection 

The main aim is to identify the segments which impact the sales and not include 

values for the sales of average churn customers. Based on the RMF score and we 

would define the segments which have relevance to the sales prediction. Since Low 

RMF customers are likely to churn their sales value has no impact on the prediction 

hence we must discard them from subsequent predictions. 

Step 3: Sales Prediction 

Once we have removed the unwanted customer segments, we shall do the time 

series analysis on the remaining customers using appropriate ARIMA or LSTM model. 

In the end, all the independent values are consolidated to get the final predicted values. 
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Figure 1. Proposed Model 

7. Conclusion 

We saw there are many fundamental studies that apply the concepts of Business 

Intelligence using various AI and machine learning techniques. We saw many algorithms to 

get concrete results. Many studies are available which presents different ways of 

segmenting customer behavior, but none to blend the idea for predicting sales. There is a 

need to understand customer behavior and apply the same not only in the marketing 

segment but also to accurately predict the sales and gain real insight. The survey work 

intends to present the analysis in a simplistic way to fuel the growth of any organization by 

applying the predictive approach. It will be a combination of programming, data analysis, 

and machine learning concepts; from the customer standpoint. 
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